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Abstract

Binaural difference potentials (BDs) are thought to be generated by neural units in the brain stem responding specifically to binaural stimulation. They are computed by subtracting the sum of monaural responses from the binaural response, \( BD = B - (L + R) \). BDs in dependency on the interaural time difference (ITD) have been measured and compared to the Jeffress model in a number of studies with conflicting results. The classical Jeffress model assuming binaural coincidence detector cells innervated by bilateral excitatory cells via two delay lines predicts a BD latency increase of \( \text{ITD}/2 \). A modification of the model using only a single delay line as found in birds yields a BD latency increase of ITD. The objective of this study is to measure BDs with a high signal-to-noise ratio for a large range of ITDs and to compare the data with the predictions of some models in the literature including that of Jeffress. Chirp evoked BDs were recorded for 17 ITDs in the range from 0 to 2 ms at a level of 40 dB nHL for four channels (A1, A2, PO9, PO10) from 11 normal hearing subjects. For each binaural condition 10,000 epochs were collected while 40,000 epochs were recorded for each of the two monaural conditions. Significant BD components are observed for ITDs up to 2 ms. The peak-to-peak amplitude of the first components of the BD, DP1-DN1, is monotonically decreasing with ITD. This is in contrast with click studies which reported a constant BD-amplitude for ITDs up to 1 ms. The latency of the BD-component DN1 is monotonically, but nonlinearly increasing with ITD. In the current study, DN1 latency is found to increase faster than ITD/2 but slower than ITD incompatible with either variant of the Jeffress model. To describe BD waveforms, the computational model proposed by Ungan et al. [Hearing Research 106, 66–82, 1997] using ipsilateral excitatory and contralateral inhibitory inputs to the binaural cells was implemented with only four parameters and successfully fitted to the BD data. Despite its simplicity the model predicts features which can be physiologically tested: the inhibitory input must arrive slightly before the excitatory input, and the duration of the inhibition must be considerably longer than the standard deviations of excitatory and inhibitory arrival times to the binaural cells. With these characteristics, the model can accurately describe BD amplitude and latency as a function of the ITD.
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1. Introduction

The interaural time difference (ITD) is one of the most important cues used by the auditory system for azimuthal sound localization (Rayleigh, 1907; Stevens and Newman, 1936; Wightman and Kistler, 1992). The first site of binaural interaction in the mammalian auditory system is the superior olivary complex (SOC) where ITD-sensitive neurons reside. Neurons in the medial superior olive (MSO) predominantly receive excitatory inputs from both cochlear nuclei. These EE-cells are sensitive to ITDs of the fine
structure of a stimulus in the low-frequency range (<1500 Hz) (Goldberg and Brown, 1968; Yin and Chan, 1990). On the other hand, cells in the lateral superior olive (LSO) primarily receive contralateral inhibitory and ipsilateral excitatory inputs. These IE-cells are sensitive to interaural level differences at higher frequencies (>1500 Hz) (Boudreau and Tsuebitani, 1968; Goldberg and Brown, 1969), but also for ITDs of the stimulus envelope (Joris and Yin, 1995; Joris, 1996; Batra et al., 1997a,b; Joris and Yin, 1998). Furthermore, Tsuebitani (1988a) found that LSO neurons are as well sensitive to ITDs of transients, i.e., to interaural time-of-arrival differences of high-frequency stimuli. The subsequent stages of the mammalian brain stem as the lateral lemniscus (LL) and the inferior colliculus (IC) also exhibit strong ITD sensitivity (Kawada et al., 1987; Yin et al., 1987; McAlpine et al., 1996; Fitzpatrick et al., 2002; Joris et al., 2004).

The electric activity of the human brain stem can be noninvasively studied with auditory brain stem responses (ABRs, e.g., Jewett et al., 1970; Picton et al., 1974). Specific binaural processing is believed to be reflected by binaural difference potentials (BDs). They are computed as the difference between the binaural and the sum of monaurally evoked potentials, symbolically BD = B - (L + R) (e.g., Dobie and Norton, 1980; Ito et al., 1988; Jiang, 1996; Riedel and Kollmeier, 2002a). With independent left and right auditory pathways one would obtain BD = 0. The amplitude of the binaurally evoked potential is roughly 20% smaller than the sum of the monaurally evoked potentials, i.e., B < L + R (Levine, 1981; McPherson and Starr, 1993; Riedel and Kollmeier, 2002b), resulting in the major negative BD peak named DN1 at or shortly after wave V of the binaural ABR. In studies using the reversed sign convention to compute the BD, the major peak is positive and labeled β (e.g., Levine, 1981; Furst et al., 2004).

The dependence of binaural difference potentials on the ITD has been analyzed in guinea pig (Dobie and Berlin, 1979; Goksoy et al., 2005), cat (Sontheimer et al., 1985; Ungan et al., 1997, 2002) and humans (Wrege and Starr, 1981; Gerull and Mrowinski, 1984; Kelly-Ballweber and Dobie, 1984; Furst et al., 1985, 1990; Jones and Van der Poel, 1990; McPherson and Starr, 1995; Polyakov and Pratt, 1996; Pratt et al., 1997; Brantberg et al., 1999; Riedel and Kollmeier, 2002a; Delb, 2003; Riedel and Kollmeier, 2003; Furst et al., 2004). The results of these studies are partially conflicting and were often interpreted against the background of the model by Jeffress (1948), the prevailing paradigm for azimuthal sound localization for now more than half a century. This model generates a place code for the ITD using an array of coincidence detector cells innervated by excitatory inputs through bilateral delay lines. Postulations regarding the amplitude and the latency of the BD can be derived from the Jeffress model. If BDs would truly reflect the output of Jeffress-like coincidence detector cells, as, e.g., postulated by Jones and Van der Poel (1990) and Furst et al. (2004), a representation of ITDs beyond the physiological range (about ±0.8 ms in humans) would be useless and the BD should vanish at those ITDs. Furst et al. (1985) reported a nearly constant β-amplitude for ITDs up to 0.8 ms, and the BD became undetectable for ITDs > 1 ms. These data support the Jeffress model, and the BD was interpreted a physiological correlate of binaural fusion. Only a few studies tested ITDs beyond the physiological range. Wrege and Starr (1981) found significant BDs for ITDs up to 2 ms, while McPherson and Starr (1995) reported a gradually decreasing BD-amplitude up to an ITD of 1.6 ms. In cat with a physiological ITD-range of roughly ±0.4 ms, Ungan et al. (1997) obtained significant BDs up to ITDs of 1.5 ms.

Regarding the BD latency, the Jeffress model predicts a latency increase (compared to the response to a stimulus with ITD = 0 ms) with half the ITD of the stimulus (Jones and Van der Poel, 1990; Ungan et al., 1997). A modification of the Jeffress model using only a single delay line instead of two as suggested by the projection from the avian nucleus magnocellularis to the nucleus laminaris (Young and Rubel, 1983; Overholt et al., 1992) yields a latency increase of just the ITD of the stimulus (Ungan et al., 1997). The latency increase in human BD studies was reported to be close to the ITD (Wrege and Starr, 1981), close to ITD/2 (Jones and Van der Poel, 1990; Walger et al., 2003) and at intermediate values between ITD/2 and ITD (e.g., Furst et al., 1990; Brantberg et al., 1999; Delb, 2003). In a cat study Ungan et al. (1997) found a nonlinear latency increase between ITD/2 and ITD. They were able to model the amplitude decrease and the latency increase of the BD for a wide range of ITDs with a population model assuming I-E-interaction.

With values around 0.2 μV BD amplitudes of humans are comparatively small, and the above-mentioned contradicting results of human studies may in a great measure be attributed to the low signal-to-noise ratio (SNR) of the BD and to insufficient control of the residual noise. Therefore, the objectives of the present study are to measure the ITD-dependence of the BD with high quality and fine ITD resolution for a wide span of ITDs in and outside the physiological range, to investigate if this dependence can be explained by the LSO model proposed earlier (Ungan et al., 1997), and to compare the results to literature data and models of binaural interaction.

2. Methods

2.1. Subjects

Eleven adults, seven males and four females, ranging in age from 23 to 34 years, participated in this study. Subjects were either paid or volunteers from the staff of the Medical Physics Group at the University of Oldenburg. They were classified as normal hearing by routine audiometry and had no history of audiological or neurological problems.
2.2. Stimulation

A chirp signal (Dau et al., 2000) with flat spectrum and nominal edge frequencies of 100 and 14,000 Hz was generated digitally, downloaded to a DSP32C card in the host computer, and DA converted at a sampling rate of 50 kHz. It had a duration of 10.38 ms. The stimuli were amplified by a digitally controlled audiometric amplifier and passed to the subjects via ER-2 (Etymotic Research) insert earphones. In Fig. 1 acoustic waveforms and spectra as measured with a fast Fourier transform (FFT) analyzer (Stanford Research SR780) are shown. A previous study (Riedel and Kollmeier, 2002b) revealed that flat spectrum chirps evoke larger BDs than clicks because of the compensation of basilar membrane dispersion. In contrast to clicks BD amplitudes already saturated at 40 dB nHL. Therefore, the chirps were presented to the subjects at a level of 40 dB nHL corresponding to 82 dB peak equivalent SPL.\(^1\) The time between two subsequent stimulus onsets was chosen to vary randomly and equally distributed between 67 and 77 ms yielding an average stimulation rate of approximately 13.9 Hz.

Besides the two monaural conditions 17 binaural stimuli comprising ITDs from 0 to 1.5 ms in steps of 0.1 ms and additionally 2 ms were employed. The chirp presented to the left ear was delayed by the ITD resulting in a laterализation to the right side. Latency is measured with respect to the leading stimulus, i.e., time zero is at the onset of the right chirp.

In some studies contralateral masking during monaural stimulation has been used to avoid acoustic crosstalk (ACT) (Jones and Van der Poel, 1990; McPherson and Starr, 1995; Brantberg et al., 1999). Ito et al. (1988) proposed randomized stimulation to rule out possible influences of the middle ear reflex (MER). They emphasized a second advantage of randomized stimulation, namely that since all responses are recorded quasi-simultaneously, effects of any slow variation in noise level are reduced so that all averages have the same SNR. In the present study, possible influences of ACT and MER can be ruled out due to the relatively low presentation level of 40 dB nHL. Following Levine (1981) and Ito et al. (1988), left, right and binaural stimuli were presented randomly without contralateral masking.

The stimulation sequence of one run consisted of 12,500 stimuli and was built by concatenating 500 subsequences. The 25 entries of each subsequence were a random permutation of the 17 binaural conditions and four instances of both monaural conditions. One run lasting 15 min therefore consisted of 2000 monaural left, 2000 monaural right, and 500 stimuli for each of the 17 ITD values. A session consisting of 10 runs lasted 2.5 h without preparation and pauses. Two sessions yielding a total of 20 runs were conducted at two different days. A total of 250,000 stimuli was presented to every subject: 40,000 monaural left chirps, 40,000 monaural right chirps, and 10,000 binaural stimuli for each of the 17 ITD conditions.

2.3. Recordings

For the ABR recordings Ag/AgCl-electrodes were used. The 4 active channels were placed at the left (A1) and right (A2) mastoid and the parieto-occipital positions PO9 and PO10 according to the extended 10–20-system (Jasper, 1957; Sharbrough et al., 1991). The common reference electrode was placed at the vertex (Cz), the ground electrode at the forehead (Fpz). Electrode impedances were measured at a test signal frequency of 30 Hz and brought well below 5 kΩ, common values were 2–3 kΩ. Since DC recordings

\(^1\) A sinusoid of frequency 1 kHz with the same peak-to-peak-amplitude as the chirp showed 82 dB sound pressure level in a Brüel & Kjér (B&K) amplifier type 2610. The calibration was performed using a half inch microphone (B&K 4157) with an artificial ear (1.29 cm\(^3\)) and a preamplifier (B&K 2669).
were performed, the criteria for a good contact between electrodes and skin were both a low impedance and a vanishing voltage drift seen in the raw EEG signal.

During the ABR recordings, subjects lay in a sound insulated and electrically shielded room. They were instructed to relax and lie as comfortably as possible. ABR were recorded with a DC-coupled differential amplifier (Synamps 5803). Inside the shielded room the EEG was preamplified by a factor 150, further amplified by the main amplifier by a factor 33 resulting in a total amplification of 74 dB. The voltage resolution was approximately 16.8 nV/bit. The raw continuous EEG was filtered by an analog antialiasing-lowpass filter with an edge frequency of 2 kHz, digitized with 10 kHz sampling rate and 16 bit resolution, and stored to hard disk. The time instances of stimulus begin and the stimulus conditions were also recorded in the raw EEG file by means of a digital trigger port. The clipping level of the DA-converters was ±550 μV, the artifact level was set to ±50 μV, since filtering, artifact analysis and averaging was done offline.

2.4. Data analysis

Epochs of 55 ms duration including a prestimulus interval of 15 ms belonging to the same stimulus conditions were cut out of the continuous EEG and filtered with a linear phase FIR bandpass filter with 200 taps and the edge frequencies 100 and 1500 Hz (Granzow et al., 2001). An iterated weighted average of the filtered sweeps was computed for all subjects and stimulus conditions. The residual noise of the averages was calculated as the time-averaged standard error of the single sweeps $\sigma$ (Riedel et al., 2001).

For all stimulus conditions, the binaural difference potential was computed for all channels and sample by sample. For the stimuli with non-zero ITD the monaural responses, and therefore $\sigma_L$ and $\sigma_R$, enter the computation of the BD for all ITDs. For a given measurement time, i.e. total number of sweeps, it is optimal to present both monaural stimuli $\sqrt{b}$ times more frequently than each of the $b$ different binaural stimuli. The proof and an expression for the reduction of $\sigma_{BD}$, or equivalently, the improvement in signal-to-noise ratio (SNR), compared to the standard procedure using equal sweep numbers for binaural and monaural stimuli, is given in the appendix. Nevertheless, this procedure using constant sweep numbers does not guarantee equal or high SNRs for the different subjects. In the present study, the reduction of the standard error of the BD achieved by presenting the monaural stimuli four times more often than the binaural conditions amounts to 18.4%. The same reduction would have been obtained in the standard stimulation scheme with equal sweep numbers by prolonging the measurement time by 50%.

The accuracy of amplitude and latency measurements was increased by upsampling the averaged data by a factor of 10, i.e., changing the sampling rate from 10 to 100 kHz. This was accomplished by zero-padding in the spectral domain which in the time domain corresponds to a convolution with a sinc-function. Since the original analog signal was band-limited to frequencies below 2 kHz a near-to-perfect interpolation was possible. Peaks in the interpolated signal were identified by a sign change in its derivative. For baseline-to-peak-measurements peaks with voltages $V_{pp}$ smaller than $3\sigma_{BD}$ (99.7% confidence level for Gaussian measurement errors) were not regarded as significant and hence were discarded. The $3\sigma$-criterion was proposed by Stollman et al. (1996) and found to be superior to a template matching method for the detection of significant BD components. However, the measurement of the residual noise $\sigma$, and therefore, the detection of significant BD components, is far more accurate in the present study since it relies on the analysis of single sweeps in contrast to the conventional methods relying on the comparison of two (sub-)averages or the variance in the averaged prestimulus interval (Granzow et al., 2001; Riedel et al., 2001). For peak-to-peak-measurements peaks with voltages $V_{pp}$ greater than $\sqrt{2} \cdot 3\sigma_{BD}$ were accepted. The additional factor of $\sqrt{2}$ is due to the fact that the variances of both peaks in the pair add up. Latency errors were estimated from the amplitude errors and the curvature of the peaks according to Hoth (1986). The first main component of the BD is the negative wave DN1 preceded by a smaller positive wave labeled DP1. The nomenclature introduced by Ito et al. (1988) is adopted here (see their Fig. 1). DN1 corresponds to the $\beta$-wave described by Levine (1981). BD latencies of the larger component DN1 were analyzed, amplitudes were measured peak-to-peak from DP1 to DN1.

2.5. Model

A model to explain the dependency of BD latency and amplitude versus ITD was proposed by Ungan et al. (1997) for cat data. This model is adopted and implemented here to describe human BD data. The binaural reduction generally found in BD studies is reflected in the model by binaural cells achieving contralateral inhibitory and ipsilateral excitatory inputs (IE-cells) associated with binaural interaction found in the LSO. The model has only four parameters:

1. The difference between mean arrival times of the excitatory and the inhibitory input to the binaural cell $t_{e-i} = t_e - t_i$.
2. The standard deviation of the arrival time of the excitatory input $\sigma_e$. 

$BD(t) = B(t) - (L(t - ITD) + R(t))$
The inhibition caused by the contralateral input is assumed to be effective for a time interval $\tau_i$. An excitatory input cannot fire the LSO cell if it arrives during the inhibitory interval, i.e., if $t_i < t_e - t_i$. The model accounts only for relative quantities: the normalized BD amplitude and the latency increase of the BD relative to ITD = 0 ms. To incorporate the absolute BD amplitude and latency into the model, two additional parameters which can be derived from the diotic response would be required: an absolute amplitude factor $a$ and the arrival time of the excitatory input $t_e$. The BD amplitudes and latencies of the model are derived from simulated BD waveforms which are computed as follows. Arrival times of the excitatory and inhibitory inputs are assumed to follow normal distributions. The distribution of the excitatory input from left cochlear nucleus (CN) to the left LSO is affected by the ITD:

$$L_e(t, \text{ITD}) = \frac{a}{\sqrt{2\pi}\sigma_e} \exp \left( -\frac{(t - t_e - \text{ITD})^2}{2\sigma_e^2} \right).$$

The distribution of the excitatory input to the right LSO is not delayed by the ITD:

$$R_e(t) = \frac{a}{\sqrt{2\pi}\sigma_e} \exp \left( -\frac{(t - t_e)^2}{2\sigma_e^2} \right).$$

The distribution of the contralateral inhibitory inputs is described by the difference of two cumulative normal distributions, the inhibitory input from the right side to the binaural cell in the left LSO is

$$L_i(t) = \frac{a}{\sqrt{2\pi}\sigma_i} \int_{t-t_i}^{t} \exp \left( -\frac{(t' - t_i)^2}{2\sigma_i^2} \right) \, dt'.$$

The inhibitory input from the left side to the binaural cell in the right LSO is

$$R_i(t, \text{ITD}) = \frac{a}{\sqrt{2\pi}\sigma_i} \int_{t-t_i}^{t} \exp \left( -\frac{(t' - t_i - \text{ITD})^2}{2\sigma_i^2} \right) \, dt'.$$

Fig. 2A and B show the inputs to the binaural cells in the left and right LSO, respectively, for all ITDs applied. The modeled BD is computed for both LSOs separately. The output of the left LSO cell to left (excitatory) input $L_e$ is zero to right (inhibitory) input and $L_i(1 - L_e)$ to binaural input. To describe that no activation of the binaural cell can occur during inhibitory activation in the time interval from $t_i - t_e$ to $t_i$, the inhibition is modeled in a multiplicative manner. The contributions of the left (Fig. 2C) and right (Fig. 2D) LSO to the BD are

$$BD_L = L_e(1 - L_e) - L_i, \quad BD_R = R_e(1 - R_e) - R_i,$$

respectively. The contribution of the left (contralateral) LSO to the BD is larger than the contribution of the right LSO, especially for large ITDs. Due to the small distance of the generator sites (left and right LSO) compared to the distance to the far field electrodes, the generators can reasonably be approximated by a single central generator. Therefore, the modeled BD is assumed to be simply the sum of the two contributions: $BD = BD_L + BD_R$.

In contrast to the study by Ungan et al. (1997) where the model parameters were derived from physiological data and subsequently adjusted manually, in the present study these parameters are optimized by means of a $\chi^2$-fit of the average BD amplitude and latency data over subjects. We name the measured and modelled BD amplitudes $A_{k}$ and $A_k'$ after normalization, respectively, with $k$ being the index of the ITD. The normalized measured and modelled BD latencies shall be denoted by $t_k$ and $t_k'$, respectively. The interindividual standard deviations of the measured BD amplitudes and latencies are denoted by $\sigma_{A,k}$ and $\sigma_{t,k}$, respectively. The simplex algorithm (Nelder and Mead, 1965) was used to minimize the cost function

$$e = \sum_{k=2}^{17} \left( \frac{A_k - A_k'}{\sigma_{A,k}} \right)^2 + \sum_{k=2}^{17} \left( \frac{t_k - t_k'}{\sigma_{t,k}} \right)^2$$

The sums include only 16 out of the 17 ITDs measured because the normalization eliminated the variance for the data at ITD = 0 ms. The optimal solution found by the algorithm was virtually insensitive to the starting values of the four parameters.

### 3. Results

#### 3.1. Measured binaural difference potentials

Fig. 3 shows chirp evoked BDs for ITDs between 0 and 2 ms for one subject and a single recording channel. BD latencies are about 10 ms longer than in click studies since they are measured from the onset of chirp. For all ITDs the BD peaks DP1 and DN1 are significant, i.e., the peak-to-peak amplitude $A_{DP1-DN1}$ exceeds $\sqrt{2 \cdot 3}$ standard errors of the measurement. BD amplitude is decreasing and BD latency is increasing with increasing ITD.

In Fig. 4 the peak-to-peak amplitude $A_{DP1-DN1}$ averaged over the four measurement channels is depicted for all 11 subjects with intra- and interindividual standard errors. The mean amplitude averaged over subjects with interindividual standard deviations is shown in the lower right panel. Generally, BD amplitude is decreasing as ITD increases, but in some subjects the maximal BD is found at small ITD values (0.1 or 0.2 ms). There is strong interindividual variation in BD amplitude, for ITD = 0 ms $A_{DP1-DN1}$ varies between 0.13 and 0.42 $\mu$V. Significant BD components are still observable for ITDs up to 2 ms. The mean BD peak-to-peak amplitude averaged over subjects decreases from 0.240 $\mu$V for ITD = 0 ms to 0.169 $\mu$V at ITD = 1 ms and to 0.144 $\mu$V at ITD = 2 ms. Due to the randomized stimulation the residual noise does virtually not change with ITD, but it varies among subjects between 17 and 46 nV.
The SNR for diotic stimulation ranges between 3.8 and 23.9 (mean 9.3). For the largest ITD of 2 ms, SNR-values are between 3.1 and 11.4 (mean 5.5).

The DN1-latency averaged over channels is plotted in Fig. 5 for all 11 subjects with intraindividual standard errors. The mean latency averaged over subjects with interindividual standard deviations is shown in the lower right panel. The shortest latency is always found for diotic stimulation, DN1 latency is virtually monotonically increasing with increasing ITD. The slope of the latency function is flatter for smaller ITDs and steeper for larger ITDs.

3.2. Modeled binaural difference potentials

The $\chi^2$-fit of the model parameters to the data revealed a faster contralateral travel time of the inputs to the binaural cell: $t_{C-i} = 0.597$ ms. The standard deviations of the arrival time distributions were virtually identical for excitatory and inhibitory inputs: $\sigma_e = 0.631$ ms, $\sigma_i = 0.629$ ms. The width of the inhibition window was fitted to $\tau_i = 4.23$ ms. The waveforms obtained in this way are depicted in Fig. 6. The model was not designed to describe the small component DP1 preceding DN1, however, it mirrors the main features of the recorded BDs, as shown in Fig. 3. The simulated DN1 amplitude decreases and DN1 latency increases with increasing ITD. To roughly match amplitude and latency of the data in Fig. 3, the amplitude factor $a$ was set to 0.44 and the arrival time of the excitatory input $t_e$ to 16.6 ms.

Fig. 7 gives a comparison of the normalized modeled and measured BD amplitude. Before averaging over subjects the BD amplitude was normalized by dividing by
the values for ITD = 0 ms since the model predicts amplitude ratios, but no absolute amplitudes. The model seems to underestimate the measured amplitudes for small ITDs in the range up to 0.4 ms. In this range, the data appear to be relatively constant while the model predicts a monotonically decreasing BD amplitude. However, taking into account the standard deviation of the mean data over subjects, the model explains the data very well. The goodness-of-fit is almost one.

In Fig. 8 the modeled and measured normalized DN1 latencies are compared. Since absolute latency is not an issue of the model, DN1 latency was normalized by subtracting the values for ITD = 0 ms before averaging over subjects. For ITDs up to 0.3 ms the latency increase is approximately ITD/2 as in the Jeffress model with a double delay line (lower straight line with the slope ITD/2). However, for larger ITDs the Jeffress model strongly underestimates the measured latency increase. In contrast, the modified Jeffress model using a single delay line (upper straight line with slope ITD) overestimates the growth of the BD latency.

Unlike the two variants of the Jeffress model, the model employed well explains the BD latency increase as function of the ITD. In addition, while the Jeffress model does not yield explicit BD amplitude predictions, the model studied here also correctly describes the BD amplitude as function of the ITD.
Fig. 5. Mean latency of BD-wave DN1 averaged over channels as function of the ITD. The first 11 panels show single subject data, the error bars indicate ±3σ. The last lower right panel depicts the mean over subjects, the error bars denote ±1 standard deviation. Latencies are measured from the onset of the leading stimulus.

Fig. 6. DN1 waves simulated with the set of model parameters that provide the best fit to the averaged human data in Figs. 4 and 5. As in the experimental data (Fig. 3) DN1 amplitude decreases and DN1 latency increases with increasing ITD.

Fig. 7. Comparison of measured and modeled BD amplitudes: the squares denote normalized BD amplitudes $A_{DP1-DN1}/A_{DP1-DN1}(ITD = 0)$, error bars designate ±1 standard deviation. The open circles connected by lines indicate the modeled BD amplitudes.
4. Discussion

Binaural difference potentials were measured in dependence on the ITD using a high temporal resolution of 0.1 ms in the range from 0 to 1.5 ms, i.e., about twice the human physiological range. Large sweep numbers, an improved stimulation paradigm (40,000 sweeps for the monaural stimuli, 10,000 sweeps for the binaural stimuli) and the use of the chirp stimulus ensured the high quality (SNR) of the data. Therefore, systematic dependencies of BD amplitude and latency on the ITD could be discovered even for individual subjects. Three advantages of the chirp stimulus due to an improved synchronisation of basilar membrane activity (Dau et al., 2000) have to be emphasized: First, the BD amplitude is larger for chirps than for clicks. Second, the growth function of the BD amplitude already saturates at about 40 dB nHL (Riedel and Kollmeier, 2002b). At such a low presentation level as used in the present study, contributions from ACT and MER (Levine, 1981) are implausible underlining the notion that binaural difference potentials truly reflect specific binaural processes in the brain stem. Last but not least, the relatively low presentation level was rather comfortable for the subjects, an advantage which can barely be overestimated in an experiment with many hours of measurement time for every subject.

4.1. BD amplitude

The comparison of BD amplitudes between different studies is complicated by the fact that in some studies the baseline-to-peak amplitude DN1 (or β) was used while others measured the peak-to-peak amplitude DP1-DN1. In the present study, we followed the latter approach. However, if we measured BD amplitude from baseline to peak, our principal results would be virtually the same since DN1 amplitudes are roughly two thirds of the DP1-DN1 amplitude independent of ITD.

Literature data on human BD amplitude in the dependence on the ITD are conflicting. Polyakov and Pratt (1996), Brantberg et al. (1999) and Delb (2003) found an approximately constant click evoked BD amplitude up to an ITD of 1 ms, but did not measure BDs for longer ITDs. Brantberg et al. (1999) provide BD amplitudes in their Table 1 for 12 subjects. A plot of these data reveals highly irregular dependencies of DN1 amplitude on ITD for the single subjects. DN1 amplitudes decrease, increase or are strongly nonmonotonic functions of the ITD for different subjects. Apparently, averaging 4096 single responses was not sufficient to obtain consistent functions for the single subjects casting their main conclusion into doubt that BD amplitude does not vary with ITD.

Furst et al. (1985) reported a nearly constant DN1 amplitude up to an ITD of 0.8 ms, but for ITDs larger than 1 ms, BD was undetectable. However, considering that their BD amplitude was plotted on a dB scale (see their Fig. 3a), the constancy of the BD amplitude is less pronounced. Because BDs were found in the human physiological range (about ±0.8 ms), but not outside, they were interpreted as physiological correlate of binaural fusion. Given the restriction of binaural interaction to naturally occurring ITDs, these data implicitly support the Jeffress model, because coincidence detection is not needed outside the physiological range and has hence not developed.

On the other hand, McPherson and Starr (1995) found monotonically decreasing BDs when the ITD was increased from zero to 1.6 ms. However, as pointed out by Brantberg et al. (1999), McPherson and Starr (1995) reported comparably large BD components (0.92 μV at ITD = 0 ms) and longer BD latencies than in the other studies invalidating the comparison. For ITDs of ±0.4 ms using clicks at 60 dB nHL, Riedel and Kollmeier (2002a) measured a small, but significant amplitude decrease to 89% of the value for diotic stimulation. In close agreement to the present study, Jones and Van der Poel (1990) found virtually no DN1 (their ‘P1’) amplitude reduction at an ITD of 0.4 ms compared to diotic stimulation, but reported a reduction to 78% at an ITD of 0.8 ms. Walger et al. (2003) measured the peak-to-peak amplitude of the click-evoked BD for the ITDs 0, 0.3 and 0.6 ms and found a slightly sharper decrease compared to the present study: on average, the amplitude difference DP1-DN1 decreased to 74% at 0.3 ms and to 57% at 0.6 ms ITD.
Except for the early work by Wrege and Starr (1981) with only two subjects and the study by McPherson and Starr (1995) human BD studies did either not consider ITDs larger than 1 ms or did not find significant components at these longer ITDs.

In the present study, the peak-to-peak amplitude DP1-DN1 is approximately constant up to an ITD of only 0.4 ms. In contrast to the click studies from Furst et al. (1985) and Brantberg et al. (1999), normalized BD amplitude drops to about 70% for an ITD of 1 ms and to roughly 60% for an ITD of 2 ms which is far outside the human physiological range (Fig. 7). Unlike the study by Furst et al. (1985), no sharp decrease near the border of the physiological range (about ±0.8 ms in humans) was observed.

On the one hand, the monotonic decrease of the chirp evoked BD amplitude enfeebles the assertion that the BD can be regarded as a electrophysiological correlate of binaural fusion (Furst et al., 1985, 1990). On the other hand, significant BDs for ITDs as long as 2 ms can be used to argue against the Jeffress model: if the BD would indicate activity of coincidence detectors connected to delay lines (Jones and Van der Poel, 1990; Furst et al., 2004), it would be incomprehensible why delays longer than twice the physiological range should be represented in the binaural system.

Ungan et al. (1997) measured BD amplitude as a function of the ITD in cat using click stimuli. In accordance with the present study they reported a monotonic decrease of DN1 amplitude with increasing ITD, and at the border of the cat’s physiological range (about 0.4 ms) no transition was observed.

4.2. BD latency

As pointed out by Ungan et al. (1997), the latency increase of the BD should be a linear function of the ITD if the Jeffress model holds. The latency increase of the original model using two delay lines is ITD/2. If only a single delay line as found in the avian system (Young and Rubel, 1983; Carr and Konishi, 1990) is assumed, the latency increase is simply given by the Jeffress model. Therefore, the analysis of the relative latency of the major BD component DN1 (or β) provides an indirect test of the Jeffress model. Jones and Van der Poel (1990) reported a latency increase of ITD/2 up to ITDs of 0.5 ms and interpreted this finding as corroboration of the original double delay line model by Jeffress. However, at ITDs larger than 0.5 ms, relative DN1 latency grew stronger than ITD/2, at an ITD of 1 ms the latency increase was about 0.71 ms, see their Fig. 2. Furst et al. (1990) reported a roughly linear β-latency increase up to ITDs of 0.8 ms with a slope of 0.6. In the studies by Polyakov and Pratt (1996) and Pratt et al. (1997) ITDs of 0.2, 0.4 and 1 ms were used to derive binaural difference potentials, but latency values were not listed. From Fig. 6 in Pratt et al. (1997) it can be inferred that at an ITD of 1 ms, DN1 (their ‘P1’) latency increase was approximately 0.7 ms. Brantberg et al. (1999) plotted absolute mean DN1 latencies in their Fig. 4 showing a systematic increase with ITD. The latency increase could be inferred from their Table 1. Like the amplitudes, the latencies varied enormously over subjects: for ITD = 0.39 ms, e.g., the increase was 0.76 ms for subject 11, but was negative (−0.05 ms) for subject 6. On average over subjects, the latency increase is 0.54*ITD for ITD = 0.19 ms and between 0.7*ITD and 0.75*ITD for ITDs ranging from 0.39 to 0.99 ms. Riedel and Kollmeier (2002a) found a latency increase of 0.21 ms for an ITD of ±0.4 ms. Walger et al. (2003) reported a latency increase of about ITD/2 for the ITDs 0.3 and 0.6 ms while Delb (2003) measured an approximately linear DN1 latency increase of 0.7*ITD and mentioned the inconsistency of this finding with the Jeffress model. Furst et al. (2004) a priori assumed a linear DN1 latency increase and reported slopes of 0.5 for adults and 0.56 for newborns. However, with increasing ITD the detectability of DN1 dropped dramatically in infants, introducing a bias towards the DN1 latencies for smaller ITDs. In the case of the adults, no statement on DN1 detectability as function of the ITD was made.

The data of the present study reveal a latency increase of ITD/2 only up to ITDs of 0.3 ms. For larger ITDs, DN1 latency increase is between ITD/2 and ITD. Due to the high number of single sweeps measured, the systematic BD latency increase is visible for all single subjects, see Fig. 5. The best linear fit to the mean data has a slope of 0.7. This is in accordance with the data from Pratt et al. (1997), Brantberg et al. (1999) and Delb (2003). However, the fine ITD resolution of the present study reveals that a linear fit inadequately describes the nonlinear latency dependence on the ITD. A quadratic fit (0.50*ITD + 0.20*ITD²) better describes the data, but is of little explanatory value. As for the amplitude data, our latency data are in principle in good accordance with the cat data by Ungan et al. (1997). Therefore, the model developed by Ungan et al. (1997) for the cat was adopted and implemented to describe human BD data.

4.3. BD model and generation

The model adopted from Ungan et al. (1997) describes the nonlinear dependence of BD amplitude and latency on the ITD with only four parameters very well. The model parameters for humans are all larger than the parameters for cat. Ungan et al. (1997) found a larger standard deviation for the excitatory arrival time than for the arrival time of the inhibition (σe = 0.4 ms, σi = 0.12 ms) while for the human model both values are nearly identical (0.63 ms). In a recent article, Goksoy et al. (2005) applied the same model to guinea pig data and found comparable standard deviations of the arrival times (σe = 0.17 ms, σi = 0.23 ms). Both, human and cat model, yield a faster arrival of the contralateral inhibitory input compared to the ipsilateral excitatory input. This advance of the inhibition was 0.1 ms in cat and nearly 0.6 ms in the human model and is a critical feature of the model. With equal
excitatory and inhibitory arrival times or a lag of the inhibition in the model, the decrease of the BD amplitude with the ITD would be too weak compared to the data. At the first glance, an earlier arrival of the contralateral inhibition seems surprising given the longer pathway and the additional synapse in the medial nucleus of the trapezoid body (MNTB). Physiological data on this topic are conflicting. In cat Joris et al. (1998) reported a lag of the contralateral arrival in the LSO of 0.2 ms, while Tsuchitani (1988) in her cat LSO study pointed out that ‘both the fast transmission path from the CN to the MNTB and the location of the MNTB terminals on the LSO body ensure that the contralateral input can influence the spike generator of an LSO neuron before ipsilateral input’. The length of the inhibition $\tau_i$ was 1.8 ms in the cat study by Ungan et al. (1997) and 4.2 ms in the present study. An analysis of the accuracy of the model parameters shows that only a lower bound for $\tau_i$ of about 3.3 ms can be defined, but that $\tau_i$ can be prolonged to arbitrarily long values without hampering the goodness of fit very much. To estimate an upper bound of $\tau_i$, one would have to measure BDs using stimuli with very long ITDs. Thus, the model predicts a long-lasting inhibition which can be tested physiologically.

The possible BD generators were discussed controversially in literature. Caird and Klinke (1983) reported smaller time-intensity-trading ratios for MSO than for LSO cells. Given the relatively small time-intensity-trading ratios needed to obtain a maximal BD amplitude, Sontheimer et al. (1985) suggested the MSO as site of BD generation. In her cat study, Melcher (1996) supported this hypothesis by lesion experiments and excluded the LSO as possible BD generator. Levine and Davis (1991) measured BDs in the presence of a high pass masker and concluded that the frequency region above 4 kHz largely accounts for the BD. They suggested that the subpopulation of high frequency units in the MSO might be the possible BD generator excluding the LSO because it is much less prominent in man compared to the MSO. However, given the larger percentage of high-frequency cells in the LSO, the results of the study by Levine and Davis (1991) could also be interpreted as a hint that the LSO is the main BD generator.

On the other hand, a large body of evidence suggests the LSO with its predominant IE-interaction as main BD generator. BD studies report a binaural reduction in all species, i.e., the binaurally evoked potential is always smaller than the summed monaural response ($B < L + R$). Therefore it is unlikely that EE-interaction as found in the MSO (Goldberg and Brown, 1968; Yin and Chan, 1990) is the main BD source. In their guinea pig study Wada and Starr (1989) concluded from the observed binaural reduction that EE-interaction was not in evidence. McPherson and Starr (1993) stated that the form of binaural interaction is a relative decrease and therefore suggest that ‘inhibition may be the major mechanism utilized in binaural processes’.

Nevertheless, a possible contribution of EE-cells in the MSO to the BD could be generated by saturation. If at high stimulus levels each monaural input strongly activates an EE-cell, i.e., near to its maximal firing rate, the binaural input cannot double the firing rate of the unit. As a consequence, the binaural activation will be smaller than the summed monaural activation resulting in an ‘artificial’ BD of the correct sign. However, the following considerations let significant contributions of saturated EE-cells to the BD appear unlikely. First, in a recent fMRI study by Krumbholz et al. (2005), the activation of various brain structures, among them the IC, was compared for monaural and binaural stimulation with broadband noise bursts. Activation to binaural stimulation was less than half of the summed monaural activation. The authors outline that this finding strongly argues against a saturation mechanism which would yield a binaural response at least as large as the monaural response for EE-interaction and conclude that a suppressive mechanism, e.g., inhibition must be responsible for the strong reduction. Second, EE-cells are facilitated, i.e., fire stronger to binaural than to (summed) monaural stimulation only at ITDs near the best ITD of the cell. Near the worst ITD, EE-cells fire below each of the monaural rates, often they cease to fire at all (Yin and Chan, 1990). Since the inhibitory ITD-range of EE-cells seems to be at least as broad as the excitatory range, one would expect a larger overall contribution of IE-interaction compared to EE-interaction from MSO cells. Third, click stimuli are traditionally used in BD studies. Since clicks have most of their energy in the high frequency region and this region is activated more synchronously than the low frequency region due to the larger traveling wave velocity, it is not surprising that the ABR, and subsequently also the BD, is dominated by high-frequency contributions. Goksoy et al. (2005) measured that more than 80% of the spectral power of a click of 0.1 ms duration is located at frequencies larger than 1 kHz. Although the chirp stimulus used in the present study better synchronizes the lower frequencies, the weighting between low and high frequencies is similar to the click because the spectrum of the chirp used was flat and comparable to that of the spectrum. Finally, Gaumond and Psaltikidou (1991) compared an EE- and an IE-model of binaural interaction and showed that only the latter can describe the linear relationship between BD amplitude and stimulus level. A constant ratio $B/D = 0.2$ independent from stimulus level was reported by Riedel and Kollmeier (2002b). The fact that the cat BD model of Ungan et al. (1997) using IE-interaction was successfully applied to guinea pig by Goksoy et al. (2005) and to man in the present study, further supports the hypothesis that the LSO plays a dominant role in BD generation. In a seminal paper, Ungan and Yagcioglu (2002) simultaneously measured BDs from a vertex electrode and a deep electrode in the LSO and the lateral lemniscus (LL) in cat. DN1 amplitude and latency as function of the ITD corresponded with the field potential measured at the level of the LL. They concluded that the BD component DN1 measured at the vertex is mainly due to
the contralateral inhibition of the lemniscal field potentials that result from the discharge activity of IE-cells in the LSO. Additionally, at the level of the SOC, Ungan and Yagcioglu (2002) demonstrated a bilateral asymmetry of the BD showing a stronger response to contralateral leading stimuli. This study strongly supports the hypothesis that the IE-cells in the LSO are the main BD generators and validates the IE-model of binaural interaction. Although the Jeffress model postulating IE-interaction has been the prevailing model for many decades, the first model using IE-interaction was suggested by von Békésy (1930) and was later modified by van Bergeijk (1962) and Hall (1965) using the data of an early SO study by Galambos et al. (1959). The main difference between the two model types is that the Jeffress model forms a place map of azimuth using delay lines, while the IE-model uses the population activity, i.e., the relative activity of left and right LSO, but no delay lines to code for azimuth. Breebaart et al. (2001) successfully used a binaural model using IE-units and delay lines to explain psychoacoustical data. The existence of delay lines has been demonstrated in the avian system (e.g., Young and Rubel, 1983; Carr and Konishi, 1988, 1990; Overholt et al., 1992; Konishi, 2003). However, it is challenged in recent studies in mammals (McAlpine et al., 2001; Brand et al., 2002; McAlpine and Grothe, 2003; Campbell and King, 2004) and corresponding modeling work (Harper and McAlpine, 2004; Hancock and Delgutte, 2004).

Besides being important in research aiming to understand binaural interaction in the human brain stem, binaural difference potentials may also have clinical applications. Gopal and Kowalski (1999) showed a significant reduction of the BD amplitude in a group of children suffering from central auditory processing disorders (CAPDs) compared to a control group. Using the presence of the BD, Delb et al. (2003) obtained a sensitivity and specificity of 76% to distinguish CAPD patients from normal subjects and concluded that BDs might have some diagnostic value in CAPD patients. In a recent paper, Wagner et al. (2005) investigated the clinical use of acoustically and electrically evoked BDs and found a good correlation between the presence of a BD and the ability of the subjects to utilize ITDs for azimuthal localization. They emphasize that at least three to five different values of the ITD are necessary to use BDs for prognostic purposes.

In summary, the IE-model not only correctly describes the dependence of BD amplitude and latency on the ITD, but also provides simulated BD waveforms. The significant BD amplitudes for large ITDs outside the physiological range and the nonlinear latency increase of the BD are not in accordance with the Jeffress model. Although the employed model well explains the BD data with only four parameters, it would presumably be insightful to design a more sophisticated model incorporating cochlear processing and neural transduction, e.g., on based on the work by Dau (2003). Such a model could reveal if the relatively large BD at long unphysiological ITDs as well as the monotonic decline of BD amplitude with increasing ITD simply are a consequence of the ‘ringing’ of the cochlear filters or not. If so, classical interpretations of the BD against the background of the Jeffress model would have to be regarded as rather artificial.

The measurement of binaural difference potentials is quite cumbersome due to their small amplitude and low SNR. Additionally, the interpretation of BDs is complicated because they are derived potentials and because contributions of IE- and EE-interactions cannot be unequivocally disentangled. Therefore, alternative methods that could directly measure binaural processing in the human brain stem would be highly desirable. Delb et al. (2004) suggested a time-scale feature extraction scheme to reveal binaural interaction from the measurement to binaural stimulation alone, i.e., without measuring and subtracting monaural responses. The features are so-called ‘morphological local discriminant bases coefficients’. The analysis showed that the first coefficient is larger for binaural than for summed monaural stimulation, however, there was considerable overlap that grew with increasing ITD. It would be far more convincing if specific binaural potentials, i.e., evoked potentials that do not evoke any monaural response could be measured. Such potentials have been described in the long-latency domain for changes of interaural parameters of broadband noise (Halliday and Callaway, 1978; McEvoy et al., 1990; Jones et al., 1991; Jones, 1991; McEvoy et al., 1991a,b; Picton et al., 1991) and click trains (Ungan et al., 1989; Sams et al., 1993; McEvoy et al., 1993; Ungan and Ozmen, 1996; Ungan et al., 2001). Nevertheless, to the best knowledge of the authors, the assertions by McEvoy et al. (1990) and Jones et al. (1991) that no specific binaural potential of short latency has yet been demonstrated, still hold. Therefore, despite their disadvantages, BDs remain the only evoked potential method known to noninvasively analyze binaural processing in the human brain stem.
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Appendix A

It is proven here that the SNR of the BD in a multi-ITD-experiment with two monaural and b binaural stimuli is optimized by choosing the monaural and binaural sweep numbers, \( N_M \) and \( N_B \), respectively, according to

\[
\frac{N_{M,\text{opt}}}{N_{B,\text{opt}}} = \sqrt{b}
\]

(A.1)

instead of using the same sweep number for the three measurements. Thereby the total number of sweeps
number for the monaural stimuli is

\[ \sigma_{BD}^2 = \frac{\sigma_0^2}{N_B} + \frac{\sigma_0^2}{N_L} + \frac{\sigma_0^2}{N_R}. \]  

(A.3)

In the case that equal sweep numbers entered the three averages (\(N_B = N_L = N_R\)), Eq. (A.3) reduces to

\[ \sigma_{BD,eq}^2 = 3\frac{\sigma_0^2}{N_B} = 9\frac{\sigma_0^2}{N}. \]  

(A.4)

In a multi-ITD-experiment with \(b\) binaural stimulus conditions, the two monaural responses are used \(b\) times to calculate \(b\) BDs. It is therefore better to measure the monaural potentials more accurately, i.e., with a higher sweep number \(N_M = N_L = N_R\). The sweep number of the binaural conditions is reduced accordingly to preserve the total number of sweeps \(N\):

\[ N = bN_B + 2N_M \iff N_M = \frac{1}{2}(N - bN_B). \]  

(A.5)

The variance of the BD can now be written as

\[ \sigma_{BD}^2 = \frac{\sigma_0^2}{N_B} + 2\frac{\sigma_0^2}{N_M} = \sigma_0^2 \left( 1 + \frac{4}{N_B} \right). \]  

(A.6)

An extremum of \(\sigma_{BD}^2\) is found where the first derivative with respect to \(N_B\) vanishes:

\[ 0 = \frac{\partial \sigma_{BD}^2}{\partial N_B} = \sigma_0^2 \left( -\frac{1}{N_B^2} \right)^2 + \frac{4b}{(N - bN_B)^2}. \]  

(A.7)

The resulting quadratic equation uniquely reveals the optimal number of binaural sweeps as

\[ N_{B,\text{opt}} = \frac{N}{b + 2\sqrt{b}}. \]  

(A.8)

With Eq. (A.5) it is easily derived that the optimal sweep number for the monaural stimuli is

\[ N_{M,\text{opt}} = \frac{N\sqrt{b}}{b + 2\sqrt{b}}. \]  

(A.9)

The quotient of Eqs. (A.9) and (A.8) is \(\sqrt{b}\) which is the proof of Eq. (A.1). Generalization of Eq. (A.4) for \(b \geq 1\) yields the variance for case of equal sweep numbers of the monaural and binaural stimuli:

\[ \sigma_{BD,eq}^2 = 3(b + 2)\frac{\sigma_0^2}{N}. \]  

(A.10)

On the other hand the variance of the BD for the optimized sweep numbers is

\[ \sigma_{BD,\text{opt}}^2 = \frac{\sigma_{BD,eq}^2}{N_{B,\text{opt}}} + 2\frac{\sigma_0^2}{N_{M,\text{opt}}} = (\sqrt{b} + 2)\frac{\sigma_0^2}{N}. \]  

(A.11)

The advantage of the optimized stimulus paradigm can be expressed in terms of the quotient of the variances of the BDs:

\[ q^2 = \frac{\sigma_{BD,\text{opt}}^2}{\sigma_{BD,eq}^2} = \frac{b + 4\sqrt{b} + 4}{3b + 6} < 1. \]  

(A.12)

\(q\) is the reduction of residual noise of the BD achieved by the optimized paradigm, \(1/q\) is the increase in SNR. If the SNR shall be maintained, the total number of sweeps can be reduced to \(q^2N\).
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